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摘要

Hurst指数(H)是一个统计学测量用来分类时间序列。当H=0.5时，表示一个完全随机的序列。而当H>0.5时，表示了一个具有保持趋势倾向能力的序列。H的值越大，这个序列的倾向也越强。我们接下来将要研究如何利用Hurst指数来将不同时期的金融序列数据进行分类。BP神经网络的实验表明，具有高Hurst指数的序列比那些Hurst指数接近于0.50的序列能够被更加精确的预测。因此，Hurst指数提供了一种预测方法。
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1．介绍

Hurst指数是H. E. Hurst提出用来作分形分析的，现在已经被用在许多研究领域。最近，由于Peter的相关工作，它在金融领域也变的十分热门。Hurst指数为长期记忆和时间序列的分形提供了一种方法。由于它是高鲁棒性的基本系统的几个假设，现在已经被广泛用于时间序列分析。Hurst指数的值在0和1之间。基于Hurst指数H，一个时间序列能够被分为三种类型：(1)H=0.5表明了序列可以用随机游走来描述。(2)0<H<0.5表明了序列具有反持续性。(3)0.5<H<1表明序列具有持续性。一个反持续性序列具有均值回复的特性，即意味着一个上升的值更有可能紧接着一个下降的值，反之亦然。H的值越接近于0.0，序列均值回复的能力也越强。而一个持续性序列具有保持倾向的能力，即下一时刻的值相对于现在值的变化，更有可能与这一时刻相对于上一时刻值的变化一致。H的值越接近于1.0，序列保持倾向的能力也越强。大多数的经济和金融时间序列具有持续性，即H>0.5。

在时间序列的预测当中，我们首先需要解决的问题是我们想要研究的这个时间序列是否可以被预测。如果这个时间序列是随机的，一切的方法都是无效的。我们想要确定这些序列具有一定的可预测等级。我们知道一个具有很高H值的时间序列是具有很强的倾向性的，所以我们自然地认为这样的时间序列要比那些H值接近于0.5的时间序列更可能被预测。接下来，我们将要使用神经网络来测试这个假设。

神经网络是无参数的通用函数逼近，可以无假设地从数据中进行学习。在过去的十年里，神经网络预测模型已经被广泛应用于金融时间序列分析。神经网络可以被用来代替通用函数逼近，进行预测。在同样的条件下，一个时间序列如果比另外一个时间序列具有更小的预测误差，我们便说它更容易被预测。从1930年1月2日到2004年5月14日，我们研究每日的道琼斯指数，计算每1024交易日的Hurst指数。从当中选出30个具有最大的Hurst指数与30个Hurst指数接近于随机序列的周期，然后我们用这些数据来训练我们的神经网络。我们对比这两组数据的预测误差，发现他们的预测误差完全不同。这个研究是通过Matlab来实现的，这篇文章所有的Matlab程序生成的结果都可以从[www.arches.uga.edu/~qianbo/research](http://www.arches.uga.edu/~qianbo/research)下载。

在这篇论文接下来的部分：第二部分将会详细描述Hurst指数，第三部分我们将利用蒙特卡洛模拟过程来构造一个类似让我们感兴趣的金融序列，第四部分描述了一个我们模拟生成的混乱序列用来验证根据样本顺序构造的模型，第五部分描述了神经网络和他们用来验证高Hurst指数的序列能够比低Hurst值的序列更加准确地被学习和预测。最后，这篇论文将在第六部分作出结论。

2．Hurst指数与R/S分析

Hurst指数能够通过重标极差分析(R/S)分析。对于一个时间序列，X = X1, X2, …，Xn，R/S分析方法如下：

1. 计算平均值m

m=(X1+X2+…+Xn)/n

2)计算均值调整序列Y

Yt=Xt-m t=1,2,…,n

3)计算累计偏离序列Z

Zt=Y1+Y2+…+Yt t=1,2,…,n

4)计算序列范围R

Rt=max(Z1,Z2,…,Zt)-min(Z1,Z2,…,Zt)

T=1,2,…,n

5)计算标准差序列S

St=sqrt(((X1-u)^2+…+(Xt-u)^2)/t)

T=1,2,…,n

在这里，u是从X1到Xt的平均值

6)计算重标极差序列(R/S)

(R/S)t=Rt/St t=1,2,…,n

我们把(R/S)t记为区间平均值[X1,Xt],[Xt+1,X2t]知道[X(m-1)t+1,Xmt]其中m=floor(n/t)。事实上，为了计算所有的数据，t的值是可以整除n的。

Hurst发现(R/S)随着时间的增加具有指数增长的规律，研究表明

(R/S)t=c\*t^H

在这里c是一个常数，H被称为Hurst指数。为了分析Hurst指数，我们画出(R/S)随着t变化的log图。这条回归直线的斜率便可以用来估计Hurst指数。当t<10时，(R/S)t是不准确的。所以我们将利用至少10个值来计算重标极差。图2.1便是一个R/S分析的例子。

在我们的实验中，我们计算了一个1024交易日周期的Hurst指数。我们用t=2^4,2^5,…,2^10来进行回归计算。在金融领域，采用对数变化率的计算每日收益的方法十分普遍。对于累积变化对应的累积收益率，这在R/S分析中是非常有意义的。图2.2展示的是道琼斯指数从1930年1月2日至2004年5月14日的日收益率。图2.3展示的是在这个期间内对应的Hurst指数。在这个期间内，Huest指数从0.4200至0.6804波动。我们同样也想知道什么样的Hurst指数能够满足我们的条件。

3.蒙特卡洛模拟

对于一个随机序列，Feller给出了一个预计的(R/S)t公式:

E((R/S)t)=(n\*\pi/2)^{0.5} (3.1)

然而，这是一个近似的关系并且只在t很大时才有效。Anis和Lloyd为了在t很小时克服这个误差提供了下面这个公式：

E((R/S)t)=(\Gamma(0.5\*(t-1))/(\sqrt{\pi}\*\Gamma(0.5\*t)))\*\Sigma\_{r=1}^{t-1}\sqrt{(t-r)/r} (3.2)

当t>300时，大多数的计算机都很那来计算gamma函数了。利用Sterling的方程，此公式还能够被近似为：

E((R/S)t)=(t\*\pi/2)^{-0.50}\*\Sigma\_{r=1}^{t-1}\sqrt{(t-r)/r} (3.3)

Peter又给出了公式3.2的一个修正(公式3.4)

E((R/S)t)=((t-0.5)/t)\*(t\*\pi/2)^{-0.50}\*\Sigma\_{r=1}^{t-1}\sqrt{(t-r)/r} (3.4)

我们计算了对应t=2^4,2^5,…,2^10期望的(R/S)值并且在\alpha=0.05的置信水平下作了平方回归。结果如表格3.1所示。

从表格3.1可以看出，对于Feller, Anis和Peter之间的公式有不少的差别。更进一步，他们的公式都是基于大量的数据点的计算。我们现在的数据量固定在1024个点。所以在我们这种情况下，随机序列的Hurst指数是怎样的？

幸运地，我们可以利用蒙特卡洛估计法来得到结果。我们生成了10000个高斯随机序列。每个序列都有1024个值。我们计算了每个序列的Hurst指数和平均值。我们希望这个平均值尽量地接近实际的值。然后重复这个过程10次。下面的表格3.2给出了这个模拟结果。

从表格3.2，我们可以看出在我们实验的情况下，可以计算出蒙特卡洛模拟的Hurst指数为0.5454，标准差为0.0485.这个结果是非常接近于Anis的公式的。通过以上的模拟，在95%置信度的情况下，Husrt指数处在0.5454+-1.96\*0.0485的区间，即0.4503到0.6405之间。我们选择一个Hurst指数大于0.65的区间，希望找到这些区间一些不同于随机序列的规律。然而，从这些大样本(总共17651个周期)中选出的样本中，我们想知道是否存在或碰巧存在这些时期的真实模型。为了达到这个目的，我们进行了一个混乱测试。

4．混乱测试

为了测试是否存在一个真实的模型能满足Hurst指数大于0.65时期的样本，我们从中随机选择了10个样本。对于每一个样本，我们打乱这个序列，然后计算这个混乱序列的Hurst值。被打乱的序列与非随机序列的原始样本具有相同的分布。如果对于这些序列存在某些模型，在打乱顺序之后，这些模型将会被破坏并且计算的Hurst值也会接近于随机序列的Hurst值。在我们的实验当中，我们将每个样本打乱了500次，然后计算了平均的Hurst值。结果如表格4.1所示。

从表格4.1我们可以看出，在样本被打乱顺序之后，Hurst指数都非常接近于0.5454，这与我们的模拟随机序列一致。通过这个结果，我们可以得出在这些时期内必然存在某些模型使得时间序列不同于随机序列，并且会被颠倒顺序被破坏。我们希望这个模型能够被用来进行预测。神经网络作为一个通用方程的近似器，提供了一个强大的工具用来学习这个潜在的模型。当潜在的规则未知时，他们变得尤为有用。我们希望用神经网络来发现这个模型并从中受益。我们用神经网络来控制错误率在可控制的范围内。接下来，我们对比Hurst指数大于0.65的时期与处于0.54和0.55之间的时期的预测误差。

5.神经网络

在1943年，McClloch和Pitts提出了一个模拟神经估算模型。这项工作被普遍认为是人工神经网络研究的开端。Rosenblatt普及了感知器的概念并创造了很多感知器的学习规则。然而，在1969年，Minsky和Papert发现感知器无法解决一些非线性可分的问题。人们认识到多层感知器(MLP)能够模拟非线性可分方程，但是没人知道如何训练他们。神经网络的研究在1986年几乎停止了。在1986年，Rumelhart使用了反向传播算法来训练MLP，终于解决了这个长时间困扰人们的问题。从那以后，神经网络在很多领域重新得到了重视。神经网络开始在金融领域变得热门，并且在金融方面的神经网络研究投入资金排名第二。

一个神经网络是一系列简单的相互联系的处理节点。每个节点计算加权输入，然后输出其传递函数对其他节点的值。前馈反向传播网络是最广泛使用的网络范式。利用反向传播算法训练算法，神经网络将调整权重，使它减少所观察到的输出之间的平方差（误差）和他们的目标值。反向传播算法使用梯度下降法寻找局部极小值误差曲面。它对每一个权重计算平方差的偏导数。偏导数（梯度）的相反数给出了使误差减小的方向。这个方向被称为最速下降方向。标准反向传播算法调整权重沿最速下降方向。虽然沿最速下降方向的偏差减少的最快，它通常收敛缓慢，并且可能收敛于局部最小值并振荡。因此，许多反向传播变种算法被发明，他们通过优化方向和步长来提高性能。比如说几个有名的，我们有反向传播动量，共轭梯度，准牛顿以及LM。经过训练，我们可以使用这个网络来预测给定的不可见的输入。在神经网络预测中，第一步是数据的准备和预处理。经过训练后，我们可以用神经网络来预测给定的不可见的输入。

5.1 数据的准备和预处理

对于道琼斯日收益率数据，从1930年1月2日至2004年5月14日，我们计算每1024交易日的Hurst指数。在总共17651的时期中，有65个时期的Hurst指数大于0.65,1152个时期的Hurst指数处于0.54至0.55之间。图5.3展示了所有周期的条形图。

我们从Hurst指数大于0.65的样本中随机选择了30个周期，并从Hurst指数处于0.54至0.55之间的也选择了30个周期。两组总共60个样本作为我们的原始数据集。

给定一个时间序列x1,x2,…,xi,xi+1，基于x1,x2,…,xi我们应该如何构造一个向量X1用来预测xi+1呢？Taken的理论告诉我们，如果我们有合适的d和t，我们可以通过延时向量Xi=(xi,xi+t,xi+2t,…,xi+(d-1)t)来重构一个潜在的系统。这里d被称为嵌入维度，t叫做分离。使用自动同步信息和假最近邻方法，我们可以估算d和t。我们用TSTOOL包对我们的60个数据集来运行自动同步信息和假最近邻方法。建议使用自动同步信息将所有数据集的分离信息的方法。这符合我们的直觉，因为我们没有理由使用分离的值。至于嵌入维数，我们的数据集建议从3到5来取。我们将在后面进行检验。

在构造好了时间延迟向量Xi和目标值xi+1，我们将输入Xi和输出xi+1规范化到平均值为0，标准差为1的分布。我们没有必要将输出规范化至一个有限的区间里，比如说-0.85到0.85，以避免出现饱和的现象。因为我们在输出层使用了一个线性的转换方程。

我们使用了一个通常用来解决过拟合问题的神经网络。我们将数据集分成了三部分以用来进行训练，生效和测试。训练的数据集通过误差的反向传播来调整权重。生效集是通过判定此集合中的均方差开始增加时，停止训练。神经网络的预测性能是通过测试集来评定的。我们一般使用前60%的数据来进行训练，接下来的20%用来生效，最后的20%作为测试数据。在这种方式下，我们能够对最后通过神经网络模型进行预测的结果更加有信心。

5.2神经网络的构造

尽管神经网络是通用函数的近似器，我们仍然需要注意一下他们的构型。我们到底需要多少层？我们应该使用哪一种算法？实际上，到目前为止还没有直接的证据表明多隐含层的神经网络比单隐含层的神经网络更有优势，大多数在构建过程中都只使用了一层隐含层。因此，在我们的研究中将使用单隐含层的结构。对于学习算法，我们测试了Levenberg-Marquardt， 共轭梯度法，以及包含动量算法的反向传播算法。我们发现Levenberg-Marquardt 比其它的算法具有非常明显的优势。我们因此选择了Lvenberg-Marquardt算法，隐含层选用了Sigmoid传递函数，输出层则选用了一个线性函数。现在，我们需要确定隐藏的维数和隐含层的节点数。有一个探索式的规则用来确定隐含层的节点数，即神经网络总的自由度需要等于1.5倍的总数据量的平方根。根据这一条规则，我们得到以下的方程：

(#输入节点数+1)\*(#隐含层节点数)+(#隐含层节点数+1)\*(#输出节点数)=1.5\*sqrt(#数据总数) (5.2.1)

方程得到隐含层节点数的解是10.类似的，我们发现维度为4和5的网络隐含层的节点数为8和7.对于每一个维度，根据建议的隐含层节点数，我们测试了5种神经网络构型。例如，对于3维度的8,9,10,11,12的隐含层节点数的神经网络。我们从每一组中(Hurst指数大于0.65的组和Hurst指数处于0.54和0.55之间的组)随机选择了5个时期用来训练神经网络。每一个神经网络被训练100次，然后最小的规范误差均方根NRMSE被记录下来。NRMSE被定义为：

NRMSE=\frac{\sqrt{\Sigma\_i(O\_i-T\_i)^2}}{\sqrt{\Sigma\_i(T\_i-\overline{T})}} (5.2.2)

在5.2.2中，O是输出的值，T是目标值。NRMSE给出了一个对于平均预测的性能比较方法。如果我们经常使用这个平均值去预测，NRMSE将会变成1.当NRMSE的值为0时表明所有的预测都是正确的。

表格5.1-5.3给出了对于不同的神经网络的训练结果。

从表格5.1到5.3我们可以看出，对于每一个维度，不同的隐含层的节点数，NRMSE的差异非常小。对于3,4,5维度的网络，拥有最小平均NRMSE值的隐含层节点数是8,8,6.然后我们利用8,8,6的隐含层节点数的神经网络来对3,4,5维度的数据进行预测。每一个神经网络将会被训练100次，最小的NRMSE将会被记录下来。最后NRMSE将会是维度3的最小值。表格5.4给出了我们最初60个样本分成两组后的NRMSE值。

我们将两组不同的学生测试作为零假设，即两个组的平均值相同。再计算之后发现，t的统计量是7.369，p的值是7.0290e-010.这表示两个平均值是完全不同的，或者说他们相同的概率为0.这个结论证明了具有高Hurst值的时间序列更容易被预测精准。

6.结论

在这篇论文当中，我们分析了从1930年1月2日至2004年5月14日道琼斯股票所有1024交易日周期的Hurst指数。我们发现具有高Hurst值的数据比那些Hurst值接近于随机序列的数据更加容易被预测精确。这表明了股票市场并不是在所有时刻都是随机的。有一些时期会有很强的走势倾向模型，这些模型能够被神经网络学习并用于预测。

自从Hurst指数提供了一个评价可预测性的方法，在预测之前，我们能够使用这个值来指导我们进行数据的筛选。我们可以选择具有高Hurst值的模型来进行预测。更进一步，我们可以只关心具有高Hurst值的时期。这样能够大大地节约物力财力，指导我们更有效率低进行预测。